
Outline  
We approach the problem of estimating the 6DOF pose of a rigid object by means of 
a stereo camera setup. No prior knowledge of the object geometry is used — 
instead the object surface is reconstructed simultaneously with pose estimation. 
This is not unlike the SLAM (simultanous localisation and mapping) methodology 
used commonly in e.g. robot navigation.  
!
The motivation for this work is the problem of head motion during medical scanning. 
MRI and PET often require very long acquisition times during which patient motion 
is likely to occur. In MRI, these effects include Nyquist violations which are 
impossible to correct for post-aquistion. 
!
Hence a real-time procedure for motion estimation is sought. The presented 
approach is similar to the work of Kyme et al. [1], but solves a n-perspective n-pose 
problem and makes use of binary features for real-time performance. 
!
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Evaluation of surface registration 
algorithms for PET motion correction
Research is ongoing to perform motion correction for high 
resolution PET using structured light and 3D surface registration 
[1]. Variants of the Iterative Closest Point algorithm were compared 
to non linear optimization.
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The ICP algorithm

In order to address the issue of point correspondence, the ICP algorithm [1,2]

iteratively performs the following steps

1. Matching: for every data point the nearest model point neighbor in found.

2. Minimization: the error metric is minimized.

3. Transformation: data points are transformed using the result of step 2. 

A taxonomy of ICP variants was established by Rusinkiewicz and Levoy [2]. It 

identifies six distinct stages of the algorithm:

1.Sampling

2.Matching

3.Weighting

4.Rejecting

5.Error metrics

6.Minimization of error metric

We have investigated on these stages and determined which were most 

suitable for surface registration of human face point clouds. The test scene 

was transformed rigidly into a second point cloud such that point 

correspondence was known. Performance was then evaluated on the RMS 

error of real point pairs.

Test scene: a point cloud of a human face with app. 20 k points. 

Gaussian noise was added independently to model and data.

Sampling

One tenth of points were sampled using the following sampling 

strategies:

• Uniform and random sampling generally reduce computational 

complexity and yield better convergence

• Normal-space has different normal directions represented as 

uniformly as possible and represents a simply form of feature 

extraction

• Curvature-space sampling samples among different surface 

curvature values. Curvature might be estimated efficiently as the 

ratio of smallest to sum of eigenvalues in a PCA framework. 

Weighting

Different weights might be assigned to point pairs in the objective function. 

Considering a pair            :

• Normal compatibility weighting using the weight [2]

• Curvature weighting based on normalized curvature values

• To weight point pairs according to their distance [5]

Rejection

Point pairs may be rejected based on their distance or compatibility 

in some sense.

• Winsorising: the 10% of pairs with greatest distance are rejected.

• Point pairs involving edge vertices might be rejected. 

Real data is likely to have partial overlap and both rejection 

methods will give greater advantages. 

Minimization

The objective function might be stated as follows:

• Point to point minimization:

• Point to plane minimization:

These are compared to classical minimization using the 

Levenberg-Marquardt algorithm, which surprisingly proved to be 

more than competitive (computation times are worse).

Very good results were achieved when combining the ICP 

algorithm with extrapolation between iterations [3].

Edge rejection: points defining an edge of a triangulated surface are 

considered edge vertices if that edge is part of only one triangle.
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Conclusion

Tweaking the general ICP algorithm pays off if done properly.
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Real-time pose estimation using 
stereo vision and mapping

FAST and BRIEF features 
!
A high number of SIFT-like features locations are detected, described and matched, 
which comprises the computationally heaviest part of our algorithm. Consequently, 
we make use of a modern detector and binary features, which are considerably 
faster to compute and match.  
!
Features locations are detected 
using a multi-scale adaptation of 
FAST (Features from Accelerated 
Segment Test) [2] over 4 scale 
levels. 
The illustration shows how 
candidate features points are 
checked by determining the 
longest segment of higher 
brightness pixels in a ring-shaped neighborhood. 
!
BRIEF is a fast binary feature descriptor with high robustness to geometric and 
photogrammetric transformations. The feature vector contains evaluations of a 
brightness comparison between the feature location and surrounding points in a 
predefined pattern. This comparison is done in a rotation/scale normalised space. 
!
Feature matching comprises of a high number of 
distance calculations, which in the case of binary 
features can be done very efficiently by means of the 
Hamming distance as illustrated to the right. 
!
!
Sample feature matches from two time instances are shown below. 

!
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Conclusion 
!
Using binary feature descriptors and Kalman filtering, we have implemented a real-
time system for 6DOF pose tracking. Qualitative results are promising, however, 
organic scenes are challenging to this method, and result in sporadic loss of 
tracking. Future work will address these challenges. 

Kalman Filtering 
!
Pose estimates are corrupted by noise. To mitigate this problem we filter the pose 
estimates as parameterised by quaternion and translation vector with a 6DOF 
scented Kalman filter similar to [5]. Qualitative results are shown below for the “face” 
scene used throughout this poster. 

!

N-perspective n-point problem (nPnP) 
!
In the classical perspective n-point problem, the pose of a camera is estimated 
based on a series of 3D-2D point correspondences  . The minimal case is 
three non-coaxial pairs. 
Because we observe 3D points in two distinct, calibrated cameras, we solve the 
generalised n-perspective n-point problem using a linear algorithm [3] with sampling 
consensus, followed by a few iterations of a non-linear refinement of the estimate. 
!
The illustration shows the n-perspective n-
point problem as defined in OpenGV 
library[4].          denotes a “viewpoint”, in this 
case the rigidly coupled stereo-setup.                         

are “bearing angles” corresponding the 
observed 2D projections of points   . 

!
Solving for rotation       and in this case 
provides us with the current object pose. 
!
!
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Mapping 
!
Following the SLAM methodology, we match 
current features to a model of the object 
surface, while extending the model with 
unmatched features. This ensures a drift-
free result, while providing ample opportunity 
to match. 
Typical numbers for the “face” scene, shown 
throughout the poster, are 900 features 
detected in each image, with 120 stereo 
matches and 100 inliers after sampling 
consensus. 


