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INTRODUCTION 
This paper addresses the specific hypothesis whether temporal information is essential for predicting ex-
pressed emotions in music, as a prototypical example of a cognitive aspect of music. We propose to test this hy-
pothesis using a novel processing pipeline:  
1) Extracting audio features for each track resulting in a multivariate ”feature time series”. 
2) Using generative models to represent these time series (acquiring a complete track representation).  
3) Utilizing the generative models in a discriminative setting by selecting the Probability Product Kernel (PPK) 
as the natural kernel for all considered track representations.  
We evaluate the representations using a kernel based model specifically extended to support the robust two-
alternative forced choice (2AFC) self-report paradigm, used for eliciting expressed emotions in music.  
 

FEATURE REPRESENTATION 
We consider how the time series are modeled on two aspects: whether the observations are continuous or dis-
crete, and whether temporal information should be taken into account or not. This results in four different com-
binations, which we investigate:  
 1) a continuous temporal independent representation, which includes the mean, single Gaussian and  
 GMM models. 
 2) a continuous temporal dependent representation, using Autoregressive models. 
 3) a discretized temporally independent representation, using vector quantization in a Vector    
 Quantization (VQ) model. 
 4)  a discretized temporally dependent, using Markov and Hidden Markov Models (HMM). 
The kernel used for all representations is the PPK  
 

PAIRWISE KERNEL GLM 
The pairwise paradigm is a robust elicitation method to the more traditional direct scaling approach. This para-
digm requires a non-traditional modeling approach for which we derive a relatively simple kernel version of 
the Bradley-Terry-Luce model for pairwise comparisons. We define a set of feature vectors for the N audio ex-
cerpts                                                            where denotes the D dimensional audio feature vector for excerpt i. In the pairwise 
case we have two excerpts u and v, where and We write the likelihood for a single comparison as 

where indicating whether excerpt u or v was the highest on either the valence and 
arousal scale. Furthermore and              hence modeling the latent function as the dif-
ference between functional values. The likelihood for all M comparisons can then be written as  

 
We use the “kernel trick” and adding L2 regularization we end up with the likelihood 

  for derivations see the paper. 
 

DATASET 
1. Dataset. (IMM): NIMM = 20 excerpts. MIMM = 190 unique pairwise comparisons of 20 different 15-second ex-
cerpts, chosen from the USPOP2002 dataset. 13 participants (3 female, 10 male) were compared on both the di-
mensions of valence and arousal. (total 4940 comparisons) 
2. Dataset (YANG) consists of MYANG = 7752 pairwise comparisons made by multiple annotators on different 
parts of the NYANG = 1240 different Chinese 30-second excerpts on the dimension of valence. 20 MFCC features 
have been extracted for all excerpts by the MA toolbox. 

Which excerpt is the e.g happiest (u or v)? 

Table 1. Classification error on the IMM dataset applying the pairwise kGLM-L2 model 
on the valence dimension. Results are averages of 20 folds, 13 subjects and 20 repetitions. 
McNemar paired tests between each model and baseline all result in p  <<0.001 except for 
results marked with * which has p > 0:05 with sample size of 4940. 

Table 2. Classification error on the IMM dataset applying the pairwise kGLM-L2 model 
on the arousal dimension. Results are averages of 20 folds, 13 subjects and 20 repetitions. 
McNemar paired tests between each model and baseline all result in p  <<0.001 with sam-
ple size of 4940. 

Table 3. Classification error on the YANG dataset applying the pairwise kGLM-L2 model 
on the valence dimension. Results are averages of 1240 folds and 10 repetitions. Mc-
Nemar paired test between each model and baseline results in p   0:001. Sample size of test 
was 7752. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RESULTS 
For both datasets, both on the dimensions of valence and arousal we see a significant increase in predictive performance when 
including temporal information in the feature representation. This is  both the case of continuous and discretized observations. 
 

DISCUSSION/CONCLUSION 
In essence we seek an approach to obtain a complete track representation, using generative models as feature representation we see 
an increase in predictive performance and provides a significant compression of features. Specifically we see that for 
Discrete observations 

 Simplifying the observation space using VQ is useful when predicting the arousal  data.  
 Introducing temporal coding of VQ features by simple Markov models provides a significant performance gain. 
 Adding latent dimensions (i.e. complexity) a further gain is obtained using a HMM.  
Continuous observations 

 Adding temporal information to the feature representation for continuous observations provide a significant performance gain. 
In conclusion we see evidence for the hypothesis that adding temporal information for the representation of audio features for pre-
diction the emotions expressed in music adds statistical significant performance gain.  

Figure 1. Overview of processing pipeline for the representation of features using generative models for the use of prediction the emotions expressed in mu-
sic using pairwise comparisons. 


